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Abstract— Abstract Fake news has always been hard to flag
and take down before they make a negative impact. With the
recent advancement in technology and access to social media
platforms, spread of misinformation has picked up dramatically
making it near impossible to tag and remove them. Verifying
claims is a challenging task and most of the work present is on
textual data. However, social media platforms publish
multimodal posts often with an image accompanied with a
caption. In this work we use Factify dataset for the task of
multimodal entailment. We propose a new framework
leveraging co-attention layers to jointly understand both the
modalities and classify given claims into one of five categories —
Support-Multimodal, Support-Text, Insufficient-Multimodal,
Insufficient-Text and Refute.

Keywords— Multimodal Deep Learning, Transformer, Fact
Checking, Factify, Co-Attention

I. INTRODUCTION

Misinformation, false or misleading information, has been
a growing concern for society as it makes it hard to find
reliable information on the web. Fake news leverages
misinformation to claim something which may have never
happened or have modified its story often to mudsling a
person or group. Recently, a video was circulated online of a
person resembling newly appointed United Kingdom’s Prime
Minister Rishi Sunak where he is seen dancing at a beach club
in Ibiza. However, fact checkers [1, 2] rejected the claim and
commented that the video dates back to 2019. The person in
the video holds a close resemblance to the UK's Prime
Minister but is not him. This video went viral even in January
2022 making similar false claims when news started floating
for the UK's General Election. Similarly fake news has also
been spread in the Healthcare domain, for instance, in 2020
people became skeptical of medical care and even avoided
vaccinations as a result of the widespread dissemination of
false information concerning COVID-19 [3].

Since ancient times, people have faced false information.
With recent advancement in technology and the internet,
people have access to a huge amount of information. Social
media platforms have made it easier to share news to the
masses. They allow users to upload images, videos and textual
captions to engage with the users. In general, the information
shared on the internet is multimodal. However, this worsens
spread of misinformation, making it harder to verify claims in
every news shared. Roughly 70 million fake news sites are
engaged with Facebook per month [4].
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Therefore, various groups have collaborated to protect
communities against false information, including journalists,
academics, and independent fact-checkers. Many fact
checking websites have been created such as FactCheck,
Snopes, PolitiFact and Washington Post Fact Checker to help
combat fake news. Establishing the disputed claims, obtaining
expert perspectives, gathering pertinent data, authenticating
sources, looking up any missing data, debating, and finally
coming to a conclusion are all typical steps in the fact-
checking process. This makes the manual fact checking
process tedious and time consuming but accurate. It is
impractical for human experts to manually check facts given
the volume of content produced daily. Therefore, a lot of
academics have been investigating how fact-checking can be
automated, using tools like machine learning and natural
language processing to predict the accuracy of claims
efficiently.

Majority of the work [5, 6, 7, 8, 9] has been done on
identifying fake news of textual data. However, most of the
data available on the internet is multimodal. In determining
whether a piece of information is fabricated or fake, both the
modalities — image and text offer insights. The developed
model must learn to express content of image and text features
as well as their inter-modality interactions. Our focus in this
work is multimodal entailment. The objective is to identify
multimodal false news, where each data sample includes both
a source of accurate information called document and a second
source, claim, whose reliability must be confirmed.

Il. RELATED WORK

There are many studies that check the facts and verify the
claims made in given text. Liar [5], CREDBANK [6], The Lie
Detector [7], MultiFC [8], CheckThat! [9], Claim Matching
beyond English[10], FEVER [11], FakeNewsNet [12] and
SciFact [13] are some of the datasets that are scrapped from
the internet which contain text claims and their document or
metadata. Majority of the work is done on verifying textual
claims. For instance, a model called ARC-NLP-contra was
proposed by team ARC-NLP (Aselsan Research Center -
Natural Language Processing) during CLEF 2022 CheckThat!
Challenge where they verified tweets by using contradiction
check approach [14]. They checked the claims by generating
a manually verified facts list from reliable sources.
Transformer models have had a huge impact on textual data.
Therefore, they have been applied to fact checking tasks as
well. LambdaMART which uses ranks predicted by a fine-
tuned version of sentence-BERT [40] model, pretrained on
Semantic Textual Similarity benchmark (STSb) data, and TF-



IDF was used to check facts [15]. Passive Aggressive
Classifier, Bidirectional LSTM [45] and RoOBERTa [46] were
ensembled to obtain the highest precision for cross lingual
fake news detection [16]. Some work has been carried out on
comparing Machine Learning models trained with features
extracted by classical Doc2Vec algorithm and transformer
based architectures such as ROBERTa [46], Electra [47], T5
[48] and Longformers [17]. Another research [18] focuses on
using binary and multiclass BERT [37] based text classifiers
for identifying articles whose content is irrelevant and for
determining truth value respectively. Most of the work
leverages deep pretrained language models such as ROBERTa
[46], Longformers [17] and T5 [16, 17, 19, 20, 21, 22, 23] for
fact checking because of their powerfulness in understanding
language and generating texts. However, [24] showed that
deep generative models can also be used for the task of claim
matching besides encoding-based approaches. To capture
long-term relationships between words in phrases, a study
[25] that was inspired by Deep Hierarchical Encoder [26]
expanded the hierarchical structure of media articles from the
article body to the lexical level.

Apart from textual claim verification, there has been
limited work done on multimodal fact checking. Factify [27]
is one of the multimodal fact checking dataset which contains
50 thousand multimodal claims. This dataset has been used
in many studies to verify claims. Most of the studies have
extracted features from text and image by using transformer-
based architectures such as BERT [37], DeiT [49], DeBERTa
[50] and RoBERTa [46], and then concatenated to create a
new feature vector, passed through fully connected layers to
get final prediction [28, 29, 30]. On the other hand, some
studies have focused on incorporating Machine Learning as a
final classifier. A decision tree classifier [31] was proposed
in [32] which takes text feature as text entailment predicted
by BigBird [33], and image feature as similarity score of
claim and document image predicted by using ResNet-50
[34]. Another work [35] uses the Resnet-50 [34] model for
extracting image features and RoBERTa [46] for getting text
features and finally combined to make predictions with
Gradient Booster [35]. Another study [36] uses BERT [37]
and Vision Transformer [38] to create feature vectors of
claim and document text and image respectively. However,
they use Convld for feature fusion, making the parameters
learnable. [39] breaks Factify challenge into text entailment
and image entailment task. Sentence BERT [40] and
Xception [41] net have been used to generate embeddings.
Similarity of these embeddings are calculated using cosine
similarity. These features are then fed into two separate fully
connected networks to get text and image entailment
prediction. Predictions are finally merged in post processing
to get final prediction of multimodal entailment. Deep
Learning has shown promising impact in healthcare and other
domains [42, 43, 44] and recent development in Multimodal
data shows great results as well.

I1l. DATASET

Factify [27] is a multimodal dataset of fact checking
presented in the De-Factify workshop at AAAI 2022. The
dataset contains claims and their respective documents. Each
claim has two modalities — text and image. Image text has
been extracted by running Google Cloud Vision API’s
Optical-Character-Recognition system.

The Factify Task is a task that involves detecting fake
news. It is modeled as a multimodal entailment, which means
that it looks at both the text and the images associated with a
reliable source of information (called the “"document™) and
another source whose validity must be assessed (called the
"claim™). The goal is to determine if the claim is supported by
the document. The task is to predict if a given claim is
supported, has no-evidence or refutes the document. Support
and no-evidence are further divided into two more categories
to take text and image modality into account.

The task is Classifying the data points into one of five
categories—Support-Text, Support-Multimodal, Insufficient-
Text, Insufficient-Multimodal, and Refute.

The data has been collected from Twitter handles of
popular news channels of India and United States: Hindustan-
Times and ANI from India, ABC and CNN from US based on
accessibility, popularity and tweets per day.
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... Prime Minister Narendra Modi on Saturday held

a video conference with ... showed Modi wearing a
white mask during the interaction ...

In the demise of Union Minister Ram Vilas Paswan,
the nation has lost a visionary leader. He was
among the most active and longest-serving
members of parliament...
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Prime Minister Narendra Modi holds a meeting via
video-conferencing with the Chief Ministers over
#COVID19...

Fig. 1. Examples of claim and document data sample of Factify Dataset.

Thus, Factify [27] contains five classes and poses a
challenge for multimodal entailment. Table 1 contains the
description of each class.

TABLE I DESCRIPTION OF FACTIFY CATEGORIES

Support-Multimodal Text is trusted Image is trusted

Image is neither
trusted nor refuted

Support-Text Text is trusted

Text is neither
trusted nor refuted

:\r/‘lzlfmﬁ':dn;l but may have Image is trusted
something in
common

Text is neither
trusted nor refuted
but may have

Image is neither

Insufficient-Text supported nor

something in refuted
common
Refute Claim text is fake or Cla_lim image is
fabricated fabricated or fake

IV. METHODOLOGY

A. Data Efficient Image Transformer

Data Efficient Image Transformer (DeiT) [49] is built
upon Vision Transformer (ViT) [38]. DeiT [49] introduces a
few modifications on the base architecture, ViT [38], to make



it more efficient. The architecture of DeiT [49] is more
focused on making it convolution free and to optimize the
learning mainly to outperform convolution-based networks.

Transformer-specific teacher-student technique is used to
train the model. It is built around a distillation token, which
makes sure that the student pays attention and learns from the
instructor and does not require a very large amount of data to
be trained on.
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Fig. 2. Architecture of Data Efficient Image Transformer (DeiT)

The image is divided into 16x16 patches like ViT [38].
Then passed through an embedding layer to get fixed size
patch embeddings of size d. Class token and Distillation token
are added at start and end of the embedding vector
respectively along with position embeddings. The architecture
of DeiT [49] is shown in figure 2.

DeiT [49] only keeps the output from the Distillation and
CLS tokens and discard all the other tokens. Then projects
them to the number of classes by running them through two
different linear layers. At last, calculates the loss (training), or
estimate a class (inference). The model uses Hard Distillation
as loss function. In Hard Distillation, the learner tries to
imitate the labels that the teacher had expected. In doing so, it
lessens the loss of cross-entropy between the labels of the
teacher's and the student's softmax. Equation 1 describes the
loss function of DeiT [49].

ﬁgﬁrbdﬁim” = %LCE(w(ZS)'y) + %LCE(w(Zs)ryt) (D

B. Decoding Enhanced BERT with Disentangled Attention

There are two innovative strategies in Decoding
Enhanced BERT with Disentangled Attention (DeBERTa)
[50]. There are two vectors that represents encoding of each
word and its position respectively, this is called disentangled

attention mechanism. Disentangled matrices are used to
compute attention weights among words on their contents and
relative positions. And second, is an enhanced mask decoder.
In order to predict the masked tokens for model pretraining,
an improved mask decoder is employed in place of the output
softmax layer.

The content and position encoding of each word in
DeBERTa [50] is represented by using two vectors, in
contrast to BERT [37], which uses an individual vector made
up of the word embedding and position embedding of each
word in the input layer to represent the word. Disentangled
matrices are used to calculate the attention weights between
words.

Similar to RoBERTa [46] and BERT [37], DeBERTa [50]
is pre-trained using MLM, where a model is trained to
anticipate the randomly masked words in a phrase based on
the context of adjacent words. DeBERTa [50] sometimes
struggles to effectively transfer the context for the masked
word prediction since it employs relative locations rather than
absolute placements of words. The model must also take into
consideration the actual positions in addition to the relative
positions. In order to overcome this problem, the absolute
positions information is introduced just after the transformer
layers and just before the softmax layer, for masked token
predictions. They called it as Enhanced Mask Decoding.

C. FakeNet

In this study we started with extraction of feature vectors
from the Factify dataset using the Data-Efficient Image
Transformer (DeiT) [49] which is trained for image
classification tasks. It returned the feature vector of 768
dimensions. For training of the model we had chosen 10% of
the data ie 3500 images. For textual data (document and claim)
we have used Decoding-enhanced BERT with Disentangled
Attention [50] to generate textual data embedding.

—— Mish 5

—_—541=\\ 2 2 4

—

Fig. 3. Mish Activation Function

We demonstrate that these two methods considerably
increase the performance of model pretraining and the output
in the downstream tasks. We found cosine similarity for both
the Claim text and the Document text, which is a measure of
similarity between two vectors. Later, it was fed as an input to
the model with the feature embedding of the claim text as 768
dimension and the document text embedding as 512
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Fig. 4. Architecture of Data Efficient Image Transformer (DeiT)

dimension. The contexts of the text and images are then
combined through a number of co-attention modules. Finally,
to classify if the data is fake or not, these embeddings are then
combined in the final classifier to generate probabilities.

To examine the relationship between a claim and a
document, we employ the co-attention layer to fuse 1) pictures
of accusations and documents and 2) content of claims and
documents independently. Furthermore, the relationship
between content and visuals from claims or documents may
be interpreted as determining whether or not they are relative.
As aresult, we use the co-attention layer to combine 3) images
and content of claims; 4) images and content of documents.
The co-attention technique is used first, and then the
aggregation function is used to combine fused tokens into a
representative token. That is, we employ mean aggregation to
produce R 1xd from a fused embedding with R Nxd, where N
is the length of the sequence.

Finally, we combined the picture and text feature
embedding into a newly built class called FakeNet. Mish was
used as an activation function. Figure 4 shows the graphical
plot of Mish activation function. Mish is continuous and
differentiable at every point. Mish outperforms both ReLU
and Swish, as well as other common activation functions, in
various deep networks across hard datasets. The architecture
is shown in Fig 4.

V. RESULT AND DISCUSSION

The results obtained for presented architecture are
summarized in table 2. Similarity of claim and document text
are calculated by using cosine similarity on text feature
vectors which are extracted by DeBERTa [50]. These
similarity scores are high with refute class. They are indicating
that fake news or claims are generally real news with modified
or fabricated information.

TABLE I, METRICS OF MODEL ON VALIDATION SET
Precision Recall F1 Score

Support-Multimodal | 0.56321839 | 0.65333333 | 0.60493827

Support-Text 0.46902655 | 0.35333333 | 0.40304183

Insufficient- 0.44886364 | 0.52666667 | 0.48466258

Multimodal
Insufficient-Text 0.49253731 0.44 0.46478873
Refute 0.96078431 0.98 0.97029703

Furthermore, similarity of other four classes — Support-
Multimodal, Support-Text, Insufficient-Multimodal and
Insufficient-Text were below 0.50 which is in line with the
reasoning that they contain some additional information
which cannot be verified with the given document or misses
some critical information. This could also be because the
claim and document texts have similar words or topics, but not
enough to reach the threshold of text entailment.

Training and Validation Loss
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Fig. 5. Training and Validation Loss. Training loss is indicated with orange
and validation with blue line.

However, unlike text similarity, there was no particular
pattern observed in image similarity. Our architecture has a
validation loss of 0.94 and achieves an overall F1 score of 0.60
with refute class F1 score of 0.97. The model can differentiate
between fake claims and support or insufficient claims very
well but is slightly confused within refined classes.

V1. CONCLUSION AND FUTURE WORK

In this study, the objective was to verify claims using
multimodal entailment. The task was to classify a given
multimodal claim and document into one of five classes —
Support-Multimodal, Support-Text, Insufficient-Multimodal,
Insufficient-Text and Refute. We presented a new architecture
which takes image and text embeddings along with similarity
scores for fact checking. The embeddings for text and image
were generated by DeBERTa [50] and DeiT [49] respectively.
We found out that using similarity scores along with
embeddings improved the score. The task in this paper is far
from being finished and requires more attention from research
community. Future work could involve experimenting with



more multimodal frameworks. Instead of giving a simple yes
or no, the level of fakeness could also be determined. Another
direction could explain why the claim was predicted in one of
the five classes by the model. A possible explanation could
solve many of the fact checkers problems.
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